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Abstract:  
Computational models of legal reasoning have long been able to make legal arguments in 
domains where factors are used to determine a legal conclusion. However, these systems rely 
on significant manual efforts to construct a knowledge base and formal domain of reasoning 
able to produce legal argument. In law, pre-trained LLMs, alone, have shown to be insufficient 
for use as a knowledge base. Systems relying on Retrieval Augmented Generation (RAG) show 
improvement, however, the generally unstructured knowledge bases used for RAG fall short of 
providing the kind of detailed information needed to construct detailed legal arguments. Even 
with interventions such as RAG, LLMs continue to hallucinate in the legal domain. This 
dissertation presents a system that automatically compiles a structured knowledge base that 
can be used to make predictions with machine learning models that can subsequently be 
validated and explained with post-hoc arguments generated from LLM based agents. The 
system leverages both data-based methods of analysis and local systems of argumentation to 
reason about an input scenario, that is, facts to be analyzed with respect to a conclusion. The 
first contribution is the generation of legal arguments using adversarial agents according to 
legal argument schemes. The second is prediction of outcomes, accounting for factor 
magnitude, with supervised and reinforcement learning. Third is the post-hoc explainability by 
validating such predictions with natural language arguments that analyze the efficacy of the 
prediction in context of case law. 
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